INTRODUCTION TO ARTIFICIAL
INTELLIGENCE




Objectives of this Course

 Thisclass isa broad introduction to artificial
intelligence (AI)

o Alisa very broad field with many subareas
« We will cover many of the primary concepts/ideas
« Butin 15 weeks we can’t cover everything




Today’s Lecture

What isintelligence? What is artificialintelligence?

A very brief history of Al

o Modern successes: Stanley the drivingrobot

An Alscorecard
o How much progress has been made in different aspects of Al

Al in practice
o Successful applications




Al and Soft Computing: A Different Perspective

= Al: predicate logic and symbol manipulation
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Al and Soft Computing
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What Is Hard Computing ?

« Hard computing, I.e., conventional
computing, requires a precisely stated
analytical model and often a lot of
Computational Time.

* Many analytical models are valid for ideal
cases.

 Real world problems exist in a non-ideal
environment.



Premises and guiding principles of
Hard Computing

Precision, Certainty, and Rigor.

*Many contemporary problems do not lend
themselves to precise solutions such as:

Reasoning on natural languages



Recognition problems (handwriting, speech,
objects, images, texts)

Tutorial - Tensor flow Object Detection API

mouse: 73%

cell phone: 89%
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What isArtificial
Intelligence?




Some Definitions (I)

The exciting new effort to make
computers think ...
machines with minds,

In the full literal sense.

Haugeland, 1985



Some Definitions (II)

The study of mental faculties through the use
of computational models.

Charniak and McDermott, 1985

A field of study that seeks to explainand
emulate intelligent behavior in terms of

computational processes.
Schalkoff, 1990



Some Definitions (III)

The study of how to make
computers do things at which, at
the moment, peopleare better.

Rich & Knight, 1991




OQutline of the Course

 Knowledge representation:
o propositional logic and first-order logic

o inference in Expert Systems

o Fuzzy logic

o Rough set

o Machinelearning: classification trees
o Neural networks

o Ohers ?




What 1s ntelligence?

« Intelligence:

o “the capacity to learn and solve problems” (Websters dictionary)
o in particular,

« the ability to solve novel problems

 the ability to act rationally

« the ability to act like humans

 Artificial Intelligence

o build and understand intelligent entities or agents
o 2main approaches: “engineering” versus “cognitive modeling”




What 1is Artificial Intelligence?

(John McCarthy, Stanford University)

*  Whatisartificialintelligence?
ltisthe science and engineering of making intelligent machines, especially intelligent
computer programs. ltisrelated to the similartask of using computers to understand
human intelligence, but Aldoes not have to confine itself to methods that are

biologically observable.

« Isn't there a solid definition of intelligence that doesn't depend on

relating it to human intelligence?

Not yet. The problem is that we cannot yet characterize in general what kinds of
computational procedures we want to call intelligent. We understand some of the

mechanisms of intelligence and not others.



http://www-formal.stanford.edu/jmc/whatisai/node1.html
http://www-formal.stanford.edu/jmc/whatisai/node1.html
http://www-formal.stanford.edu/jmc/whatisai/node1.html

What’s involved 1n
Intelligence?

Ability to interact with the real world
to perceive, understand, andact

e.g., speech recognition and understanding and synthesis
e.g.,image understanding
e.g., ability to take actions, have an effect

O O O O

« Reasoning andPlanning

+ Learning andAdaptation




Academic Disciplines important

athematics
glgorrllt ms,

Economics
agents

Neuroscience
E%écnq%@g \é/cience

Comrﬁ)uter
engineering

Control theory

Linguistics

to AI.

Formal representation and proof,

B?%%Bﬁ?tgpn, (un)decidability, (in)tractability,

utility, decision theory, rational economic

neurons as information processing units.

haow do people behav ,nper eive, process
Information, ' represent knowledge.

building fast computers

esi%n systems that maximize an objective
unction’‘over time

knowledge representation, grammar




History of AI

1943: early beginnings

o McCulloch & Pitts: Boolean circuit model of brain

1950: Turing

o Turing's "Computing Machinery and Intelligence"

1956: birth of Al

o Dartmouth meeting: "Artificial Intelligence"
name adopted

1950s: initial promise

o Early Al programs, including

o amuel %ec Kers program
o Newell & Simon's Logic Theorist




History of AI

« 1966—73: Reality dawns

o Realization that many Al problems are intractable
o Limitations of existing neural network methods identified
* Neural network research almost disappears

« 1969—85: Adding domain knowledge

o Development of knowledge-based systems
o Success of rule-based expertsystems,
« E.g., DENDRAL, MYCIN

« But were brittle and did not scale well in practice

« 1986-- Rise of machinelearning

o Neural networks return to popularity
o Major advances in machine learning algorithms and applications

e 1990-- Role of uncertainty

o Bayesian networks as a knowledge representation framework

« 1995-- Al as Science

o Integration of learning, reasoning, knowledge representation
Al methods used in vision, language, data mining, etc




Different Types of Artificial
Intelligence

1. Modeling exactly how humans actually think
2.Modeling exactly how humans actually act

3.Modeling how ideal agents “should think”

4.Modeling how ideal agents “should act”

« Modern Al focuses on the last definition

o we will also focus on this “engineering” approach
o success isjudged by how well the agent performs




The Origins of AI

1950 Alan Turing’s paper, Computing Machinery and
Intelligence, described what is now called “The Turing Test”.

Turing predicted that in about fifty years "an average
interrogator will not have more than a 70 percent chance of

making the right identification after five minutes of
guestioning”.

1957 Newell and Simon predicted that "Within ten years a
computer will be the world's chess champion."
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The Chinese Room

So imagine an individual is locked in a room and given a
batchof Chinese writing.

The person locked in the room does not understand Chinese.
Next he is given more Chinese writing and a set of rules (in
English which he understands) on how to collate the first set of
Chinese characters with the second setof Chinese characters.

Supgose the person gets so good at manipulating the Chinese
symbols and the rules are so good, that to those outside the

roomitappearsthatthe personunderstandsChinese.

Searle's point isthat, he doesn't really understand Chinese, it
really only following a set of rules.

Following this argument, a computer could never be truly
intelligent, it is only manipulating symbols that it really doesn't
understand the semanticcontext.




Can these Questions are Answerable?

= CanComputers play Humans at Chess?
= Can ComputersTalk?

= Can Computers RecognizeSpeech?
= CanComputers Learnand Adapt?
= Can Computers'see”?

= Can Computers plan and make decisions?




Can Computers play Humans at Chess?

* Chess Playing isa classic Al problem

o well-defined problem
o very complex: difficult for humans to play well

q - 3000
2800 Garry Kasparov (current World Champion) Deep Blue

2600
2400 Deep Thought
2200
2000
1800
1600
1400

1200
1966 1971 1976 1981 1986 1991 1997

Ratings

Points Ratings

« Conclusion: YES: today’s computers can beat even
the best human




Can Computers Talk?

« Thisis known as “speech synthesis”

o translate text to phoneticform
« e.g., “fictitious” ->fik-tish-es

o use pronunciation rules to map phonemes to actual sound
- e.g., “tish” ->sequence of basic audio sounds

« Difficulties

o sounds made by this “lookup” approach sound unnatural
o sounds are notindependent

* e.g., act” and“action”

« modern systems (e.g., at AT&T) can handle this pretty well
o a harder problem is emphasis, emotion, etc

« humans understand what they are saying

« machines don't: so they sound unnatural

« Conclusion:

o NO, for complete sentences
o YES, for individual words




Can Computers Recognize Speech?

« Speech Recognition:
o Mmapping sounds from a microphone into a list of words
o classic problemin Al, very difficult

« Recognizing single words from a small vocabulary
« systems can do this with high accuracy (order of 99%)
« e.g., directory inquiries
o limited vocabulary (area codes, city names)

o computer tries to recognize you first, if unsuccessful hands you
over to a human operator

o saves millions of dollars a year for the phone companies




Recognizing human speech
(ctd.)

« Recognizing normal speech is much more difficult

o speech is continuous: where are the boundaries between words?
« e.g., "John’s car has a flat tire”
o large vocabularies
« can be many thousands of possible words
« we can use context to help figure out what someone said
o e.dg., hypothesize and test

o try telling a waiter in a restaurant:
“I would like some sugar in my coffee”

o background noise, other speakers, accents, colds, etc
o on normal speech, modern systems are only about 60-70% accurate

« Conclusion:

o NO, normal speech istoo complex to accurately recognize
o YES, for restricted problems (small vocabulary, singlespeaker)




Can Computers Learn and Adapt ?

 Learning and Adaptation
o consider a computer learning to drive on the freeway
o we could code lots of rules about what to do
o and/or we could have it learn from experience

o machine leaming allows computers to learn to do things without
explicit programming

« Conclusion: YES, computers can learn and
adapt, when presented with information in the
appropriate way







Can Computers “see”?

« Recognition v. Understanding (likeSpeech)

o Recognition and Understanding of Objects in a scene
* look around thisroom
« you can effortlessly recognize objects
* human brain can map 2d visual image to 3d "map”

« Why isvisual recognition ahard problem?

« Conclusion:

o mostly NO: computers can only “see” certain types of objects under
limited circumstances

o YESfor certain constrained problems (e.g., face recognition)




Can Computers plan and make
decisions?

« Intelligence
o involves solving problems and making decisions and plans
o e.d., you want to visit your cousin in Boston
« you need to decide on dates, flights
» you need to get to the airport, etc
« involves a sequence of decisions, plans, and actions

« What makes planning hard?

o the world is not predictable:
« vyourflightiscanceled or there’s a backup on the 405
o thereisa potentially huge number of details
» do you consider all flights? all dates?
o No: commonsense constrains yoursolutions

o Al systems are only successful in constrained planning problems

« Conclusion: NO, real-world planning and decision-

making is still beyond the capabilities of modern
computers
o exception: very well-defined, constrained problems: mission planning for




Summary of State of AI Systems
in Practice

Speech synthesis, recognition and understanding
o Vvery useful for limited vocabulary applications
o unconstrained speech understanding is still too hard

Computer vision
o works for constrained problems (hand-written zip-codes)
o understanding real-world, natural scenes is still too hard

Learning
o adaptive systemsare used in many applications: have their limits

Planning and Reasoning
o only works for constrained problems: e.g., chess
o real-worldistoo complex for general systems

Overall:
o many components of intelligent systems are “doable”
o there are many interesting research problems remaining




Intelligent Systems 1in Your
Everyday Life
Post Office

o automatic address recognition and sorting of mail

Banks

o automatic checkreaders, signature verification systems
o automated loan application classification

Telephone Companies
o automatic voicerecognition for directory inquiries

Credit Card Companies

o automated fraud detection

Computer Companies
o automated diagnosis for help-desk applications

Netflix:

o mMmovie recommendation

Google:




AI Applications: Identification
Technologies

 ID cards

o e.g., ATM cards
o can be a nuisance and security risk:
« cards can be lost, stolen, passwords forgotten, etc

 Biometric Identification

o walk up to a locked door
« camera
 fingerprint device
* microphone
» ihsscan
o computer uses your biometric signature foridentification
- face, eyes, fingerprints, voice pattern, irs pattern




The agenda of AI class:

1. Fuzzy logic

2. Prepositional logic —prolog —expert systemswith
inference algorithms

3. Rough settheory

4. Decision trees, kNN, Naive Bayes
5. Neural network




Problem Solving,
Search and Control
Strategies



Problem Solving, Search and Control Strategies

1. General Problem Solving

 Problem solving definitions:

problem space,

« problem solving,

- state space,

« state change,

« structure of state space,
« problem solution,

« problem description;

« Examples of problem definition.



Problem Solving, Search and Control Strategies

 Problem definitions:

A problem is defined by its elements and their relations.

To provide a formal description of a problem, we need to do following:

a. Define a state space that contains all the possible configurations of the relevant objects, including some

impossible ones.
b. Specify one or more states, that describe possible situations, from which the problem-solving process may

start. These states are called initial states.

c. Specify one or more states that would be acceptable solution to the problem. These states are called goal

states.

d. Specify a set of rules that describe the actions (operators) available.

The problem can then be solved by using the rules, in combination with an appropriate control strategy, to move

through the problem space until a path from an initial state to a goal state is found.



Problem Solving, Search and Control Strategies

 Problem definitions:

This process is known as search.
- Search is fundamental to the problem-solving process.

- Search is a general mechanism that can be used when more
direct method is not known.
- Search provides the framework into which more direct methods

for solving subparts of a problem can be embedded.

A very large number of AI problems are formulated as search problems.



Problem Solving, Search and Control Strategies

Problem Space

- A problem space is represented by directed graph, where

nodes represent search state and paths represent the operators
applied to change the state.

« To simplify a search algorithms, it is often convenient to logically
and programmatically represent a problem space as a tree.

« A tree usually decreases the complexity of a search at a cost. Here,
the cost is due to duplicating some nodes on the tree that were
linked numerous times in the graph; e.g., node B and node D shown

in example below.



Problem Solving, Search and Control Strategies

Problem Space

A tree is a graph in which any two vertices are connected by
exactly one path. Alternatively, any connected graph with no

cycles is a tree.

Examples

Graph Trees

=

Lo
Lalial

a o
]




Problem Solving, Search and Control Strategies

« States

A state is a representation of elements at a given moment. A
problem is defined by its elements and their relations.
At each instant of a problem, the elements have specific

descriptors and relations,; the

descriptors tell - how to select elements ?
Among all possible states, there are two special states called :

~Initial state is the start point

- Final state is the goal state



Problem Solving, Search and Control Strategies

« State Change: Successor Function

A Successor Function is needed for state change.

The successor function moves one state to another
state.

Successor Function :

¢ Is a description of possible actions; a set of operators.

© Is a transformation function on a state representation, which

converts that state into another state.

© Defines a relation of accessibility among states.

© Represents the conditions of applicability of a state and

corresponding transformation function



Problem Solving, Search and Control Strategies

« State Space

A State space is the set of all states reachable from the

initial state. Definitions of terms :

¢ A state space forms a graph (or map) in which the nodes

are states and the arcs between nodes are actions.

¢ In state space, a path is a sequence of states connected by

a sequence of actions.

¢ The solution of a problem is part of the map formed by the state
space.



Problem Solving, Search and Control Strategies

« Structure of a State Space

The Structures of state space are trees and graphs.

- Tree is a hierarchical structure in a graphical form; and

- Graph is a non-hierarchical structure.

¢ Tree has only one path to a given node;
i.e., a tree has one and only one path from any point to any other point.
¢ Graph consists of a set of nodes (vertices) and a set of edges (arcs).

Arcs establish relationships (connections) between the nodes; i.e., a graph has several

paths to a given node.

¢ operators are directed arcs between nodes.

Search process explores the state space. In the worst case, the search explores all possible paths

between the initial state and the goal state.



Problem Solving, Search and Control Strategies

- Problem Solution

In the state space, a solution is a path from the initial state

to a goal state or sometime just a goal state.

© A Solution cost function assigns a numeric cost to each path; It

also gives the cost of applying the operators to the states.

¢ A Solution quality is measured by the path cost function; and An

optimal solution has the lowest path cost among all solutions.

¢ The solution may be any or optimal or all.

©® The importance of cost depends on the problem and the

type of solution asked.



Problem Solving, Search and Control Strategies

1. Examples of Problem Definitions

® Example 1:

A game of 8—-Puzzle

<& Statespace : configuration of 8 - tiles on the board
< Initial state : any configuration

<& Goal state : tiles in a specific order

< Action : “"blank mowves”

4+ Condition: the move is within the board

Solution

4+ Transformation: blank moves Left, Right, Up, Dn

< Solution : optimal sequence of operators



Problem Solving, Search and Control Strategies

« Example 2:

A game of n - queens puzzle; n = 8

< State space : configurations m = 8

queens on the board with only one

queen per rowand column
< Initial state : configuration without
queens on the board

< Goal state : configuration with n = 8

queens such that no queen attacks any -|

H =
other _@- - - -2
H O mem -
[la|blc|d|le|f|a]|h]

One Solution

< Operators or actions : place a queen on
the board.

4= Condition: the new queen is not
attacked by any other alreadvy
placed

<4 Transformation: place a new gqueen
im a particular square of the board

< Solution : one solution (cost is not considerad)



@Nw Example : Backtracking to solve N = 4 Queens problem.
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X X X X "l E X X
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Qa 5 Q 5
1 OO HO Of
. Det‘.'(d e)f:d, X hQ % X "
backtrack Solution

Up to (2,4)




Hierarchical Representation of Search Algorithms

A representation of most search algorithms is illustrated below. It begins
with two types of search - Uninformed andInformed.

Uninformed Search : Also called blind, exhaustive or brute-force search,
uses no information about the problem to guide the search and therefore
may not be very efficient.

Informed Search : Also called heuristic or intelligent search, uses
information about the problem to guide the search, usually guesses the
distance to a goal state and therefore efficient, but the search may not be

always possible.



always possible.

Search Algorithms

G (State, Operator, Cost)

No heuristics User heuristics h{n)

Uninformed Search Informed Search

Priority

LIFO Stack Queue: g(n)

Breadth- Generate Hill
First Search jj First Search JFirst Search -and- Climbing
(BFS) test

Impose fixed
depth limit

Priority
DePth ueue: h
Limited ? (n)
Search Best first Problem Constraint § Mean-end-
search Reduction fsatisfactionl] analysis

Gradually increase
ixed depth limit

Iterative Priority Queue:
Deepening f(n)=h(n)+g(n)

DFS AO*
A* Search Search

Fig. Different Search Algorithms




Depth-First Search (DFS)

Gl
(]
w

Here explained the Depth-first search tree, the backtracking to the

(o]
[ ]
[11]
[¥) ]

previous level, and the Depth-first search algorithm

¢ DFS explores a path all the way to a leaf before backtracking and

exploring another path.

¢ Example: Depth-first search tree

Fig. Depth-first search (DFS)



AT - Exhauwustive Search
ABDEHLMNIOPCFGIKQ

m After searching node A, then B, then D, the search backtracks and

tries another path from node B.

m The goal node N will be found before the goal node 3.
< Algorithm - Depth-firstsearch

m Put the root node on a stack;
while (stack is not empty)
1 remove a node from the stack;
if (node is a goal node) return success;

put all children of node onto the stack; 7

return failure;
Mote :
¥ At every step, the stack contains some nodes from each level.
¥ The stack size required depends on the branching factor b.
¥ Searching level n, the stack contains approximately b * n nodes.
+ When this method succeeds, it does not give the path.

¥ To hold the search path the algorithm required is "Recursive depth-

first search”™ and stack size large.




Fuzzy Set Theory

UNIT-2



Introduction

The word “fuzzy” means “vaguness (ambiguity)”.

Fuzziness occurs when the boundary of a piece of
information is not clear-cut.

Fuzzy sets - 1965 Lotfi Zadeh as an extension of classical
notation set.

Classical set theory allows the membership of the elements
in the set in binary terms.

Fuzzy set theory permits membership function valued in
the interval [0,1].



Introduction

Example:
Words like young, tall, good or high are fuzzy.

* There is no single quantitative value which defines the term
young.

* For some people, age 25 is young, and for others, age 35 is
young.

* The concept young has no clean boundary.

* Age 35 has some possibility of being young and usually
depends on the context in which it is being considered.

Fuzzy set theory is an extension of classical set theory where
elements have degree of membership.



Introduction

In real world, there exist much fuzzy knowledge (i.e. vague,
uncertain inexact etc).

Human thinking and reasoning (analysis, logic,
interpretation) frequently involved fuzzy information.

Human can give satisfactory answers, which are probably
true.

Our systems are unable to answer many question because
the systems are designhed based upon classical set theory
(Unreliable and incomplete).

We want, our system should be able to cope with
unreliable and incomplete information.

Fuzzy system have been provide solution.



Introduction

Classical set theory Fuzzy set theory

* Classes of objects with sharp ¢ Classes of objects with un-
boundaries. sharp boundaries.

A classical set is defined by A fuzzy set is defined by its
crisp(exact) boundaries, i.e., ambiguous boundaries, i.e.,
there is no uncertainty about there exists uncertainty about
the location of the set the location of the set
boundaries. boundaries.

* Widely used in digital system < Used in fuzzy controllers.
design



Introduction (Continue)

Example

</CYes! (1)>
< Is water?> Crisp [
colorless? \CNO! (O))

Extremely HorD
(1)
Very Honest
(0.80)
Fuzzy Honest at time
?
Cssamtonsz D E\C T
Extremely dishonest
(0.0)

Fuzzy vs crips



Classical set theory

A Set is any well defined collection of objects.

An object in a set is called an element or member of that
set.

Sets are defined by a simple statement,

Describing whether a particular element having a certain
property belongs to that particular set.

A={a,a,a,....,a}
If the elements a (i = 1,2,3,....,n) of a set A are subset of

universal set X, then set A can be represented for all
elements x € X by its characteristics function

W, (x) = 1if x e X otherwise O



Operations on classical set theory

Union: the union of two sets A and B is given as
AUB={x|xeAorxe B}

Intersection: the intersection of two sets A and B is given as
ANnB={x|xeAandxe B}

Complement: It is denoted by A and is defined as

A ={x | x does not belongs A and x € X}



Fuzzy Sets

* Fuzzy sets theory is an extension of classical set theory.

* Elements have varying degree of membership. A logic based
on two truth values,

* True and False is sometimes insufficient when describing
human reasoning.

* Fuzzy Logic uses the whole interval between 0 (false) and 1
(true) to describe human reasoning.

* A Fuzzy Set is any set that allows its members to have
different degree of membership, called membership
function, having interval [0,1].



Fuzzy Sets

* Fuzzy Logic is derived from fuzzy set theory
* Many degree of membership (between 0 to 1) are allowed.

* Thus a membership function pY is associated with a fuzzy

sets A such that the function maps every element of
universe of discourse X to the interval [0,1].

* The mapping is written as: p(x): X = [0,1].

* Fuzzy Logic is capable of handing inherently imprecise
(vague or inexact or rough or inaccurate) concepts



Fuzzy Sets

* Fuzzy set is defined as follows:

* If X is an universe of discourse and x is a particular element
of X, then a fuzzy set A defined on X and can be written as a
collection of ordered pairs

A= {(X/ HA(X))I X € X }



Fuzzy Sets (Continue)

Example
* Let X =1{g, 8, 8, 8, &} be the reference set of students.

* Let A be the fuzzy set of “smart” students, where “smart” is
fuzzy term.

A ={(g,0.4)(g,0.5)(g,1)(g,0.9)(g,0.8)}

Here A indicates that the smartness of g, is 0.4 and so on



Fuzzy Sets (Continue)

Membership Function

* The membership function fully defines the fuzzy set

* A membership function provides a measure of the degree of
similarity of an element to a fuzzy set

Membership functions can

— either be chosen by the user arbitrarily, based on the
user’s experience (MF chosen by two users could be
different depending upon their experiences,
perspectives, etc.)

— Or be designed using machine learning methods (e.g.,
artificial neural networks, genetic algorithms, etc.)



Fuzzy Sets (Continue)

There are different shapes of membership functions;
* Triangular,

* Trapezoidal,

* @Gaussian, etc



Fuzzy Sets (Continue)

* Triangular membership function
A triangular membership function is specified by three parameters {a, b, c}

a, b and c represent the x coordinates of the three vertices of p,(x) in a

fuzzy set A (a: lower boundary and c: upper boundary where
membership degree is zero, b: the centre where membership degree is

1)
ILLA(X) A
1
[0 if x<a [
[]_a []
A jan<b%
H,(x) = _j %
if b<x<c
Lt-b N
0 > X
H) if x=c H a b C



Fuzzy Sets (Continue)

* Trapezoid membership function

* Atrapezoidal membership function is specified by four
parameters {a, b, c, d} as follows:

[0 If x<=a ]
:lc—a L
[~ if a=x=blL]
—a
L4 (x) =] if b=x=cl[]
i =
if c=x=dLl
—c ]

[
-6 if d =x




* Gaussian membership function

U, (x,c,s,m)=expt—
A 2

— ¢. centre
— 5. width
— m. fuzzification factor (e.g., m=2)

u,(x)
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Fuzzy Set Operation

Given X to be the universe of discourse and A and B to
be fuzzy sets with p,(x) and p(x) are their respective

membership function, the fuzzy set operations are as
follows:

Union:

Mys(X) = max (p,(x), py(x))
Intersection:

1, 4(x) = min (px), p(x))
Complement:

M, (X) =1- IJ-A(X)



Fuzzy Set Operation (Continue)

Example:
A ={(x,0.5),(x,,0.7),(x,,0)} B=1{(x,0.8),(x,0.2),(x,1)}

Union:

A U B ={(x,0.8),(x,,0.7),(x,,1)}
Because
Myys%,) = max (p,(x,), By(x,))
= max(0.5,0.8)
=0.8
W,.(%) =0.7 and p, ,(x) =1



Fuzzy Set Operation (Continue)

Example:
A ={(x,0.5),(x,,0.7),(x,,0)} B=1{(x,0.8),(x,0.2),(x,1)}
Intersection:

A n B ={(x,0.5),(x,0.2),(x,0)}
Because

Myoo(X,) = min (p,(x,), ()
= max(0.5,0.8)
=0.5

L,..(x) =0.2 and p, ,(x) =0



Fuzzy Set Operation (Continue)

Example:
A ={(x,0.5),(x,,0.7),(x,,0)}
Complement:
A" ={(x,0.5),(x,0.3),(x,1)}
Because

W, (%) =1- p(x,)
=1-0.5
=0.5
K (x)=0.3 and py,(x)=1



* Support(A) is set of all points x in X such that
{(x| p,(x) >0}

* core(A) is set of all points x in X such that
{(x] w,(x) =1}

* Fuzzy set whose support is a single point in X
with p,(x) =1 is called fuzzy singleton



1.0

0.0

Core

Lower
Boundary

Support

Upper
Boundary



Linguistic variable, linguistic term

* Linguistic variable: A linguistic variable is a
variable whose values are sentences in a
natural or artificial language.

* For example, the values of the fuzzy variable
height could be tall, very tall, very very tall,
somewhat tall, not very tall, tall but not very
tall, quite tall, more or less tall.

* Tall is a linguistic value or primary term



* |f age is a linguistic variable then its term set is

* T(age) = { young, not young, very young, not
very young,...... middle aged, not middle aged,
... old, not old, very old, more or less old, not
very old,...not very young and not very old,...}.



Fuzzy Rules

* Fuzzy rules are useful for modeling human
thinking,  perception (Opinion,view) and
judgment.

* A fuzzy if-then rule is of the form “If x is A then y
is B” where A and B are linguistic values defined
by fuzzy sets on universes of discourse X and Y,
respectively.

* “xis A” is called antecedent and “y is B” is called
consequent.



Examples, for such a rule are

* |f pressure is high, then volume is small.

* If the road is slippery, then driving is
dangerous.

* |f the fruit is ripe, then it is soft.



Binary fuzzy relation

A binary fuzzy relation is a fuzzy set in X x Y
which maps each element in X x Y to a
membership value between 0 and 1.

If X and Y are two universes of discourse, then
R={((x,y), lL(x, y)) | (x,y) € XxY}isa binary
fuzzy relationin X x Y.

X x Y indicates cartesian product of Xand Y



* The fuzzy rule “If x is A then y is B” may be
abbreviated as A— B and is interpretedas A x B.

* A fuzzy if then rule may be defined (Mamdani) as a
binary fuzzy relation R on the product space X x Y.

« R=A>B=AxB=[ (x) T-norm py)/ (xy).



expert systems: Fuzzy inference

Mamdani fuzzy inference

Sugeno fuzzy inference



Fuzzy inference

The most commonly used fuzzy inference

technique is the so-called Mamdani method.
In 1975,

Professor Ebrahim Mamdani of London
University built one of the first fuzzy systems

To control a steam engine and Dboiler
combination.

He applied a set of fuzzy rules supplied by
experienced human operators..



Fuzzy inference

Mamdani fuzzy inference

* The Mamdani-style fuzzy inference process is
performed in four steps:

* Fuzzification of the input variables,
* Rule evaluation;
* Aggregation of the rule outputs, and finally

* Defuzzification.



Fuzzy inference

We examine a simple two-input one-output problem that
includes three rules:

Rule 1: Rule 1:

IF x is A3 IF project _funding is enough
ORyis Bl OR project_staffing is small
THEN zis C1 THEN risk is low

Rule 2: Rule 2:

IF x is A2 IF project _funding is medium
ORvyis B2 OR project_staffing is large
THEN z is C2 THEN risk is normal

Rule 3: Rule 3:

IF x is Al IF project _funding is notenough

THEN z is C3 THEN risk is high



Step 1: Fuzzification

The first step is to take the crisp inputs, x1 and y1
(project funding and project

staffing), and determine the degree
to which these inputs belong to each of the
ArmmnvrAanriatrA fiioavis ~AFA~

Crisp Input Crisp Input
x1 vl

Al

0.5
0.2




Step 2: Rule Evaluation

The second step is to take the fuzzified inputs,
Hienry = 0-,

Hienz = 0.2,
Ky =0-1and 4 ., =0.7,

and apply them to the antecedents of the fuzzy rules.

If a given fuzzy rule has multiple antecedents, the fuzzy
operator (AND or OR) is used to obtain a single number
that represents the result of the antecedent evaluation.
This number (the truth value) is then applied to the
consequent membership  function.



To evaluate the disjunction of the rule antecedents,
we use the OR fuzzy operation. Typically, fuzzy
expert systems make use of the classical fuzzy
operation union:

ey 5(X) = Max (,(x), Ky(x)

Similarly, in order to evaluate the conjunction of the
rule antecedents, we apply the AND fuzzy operation
intersection:

1 (X) = min (1,(%), ()



Mamdani-style rule evaluation

1

A3 Bl C2 C3

09
0 xll X ~ 0 yll V4
Rule 1: IF x is A3 (0.0) OR yis Bl (0.1)  THEN zis C1 (0.1)
1 1 1

0.7 >
A2 0.2 B2 AND>0°2 CLINICZIN/1C3
D> . —D>—
\ (min)

0 x1 X 0 vl Y 0 V4
Rule 2: IF x is A2 (0.2) AND yis B2 (0.7)  THEN zis C2 (0.2)

1

0

Al

0

.5

O
Vin

a\

x1

X

A

C2 i(3|

Z

Rule 3:1F x 1s A1 (0.5)

THEN

zis C3 (0.5)




Sugeno fuzzy inference

Michio Sugeno suggested to use a single spike, a
singleton, as the membership function of the rule

A singleton,, or more precisely a fuzzy singleton,
is a fuzzy set with a membership  function that
is unity at a single particular point on the
universe of discourse and zero everywhere else.

Fuzzy set whose support is a single point in X
with:

1, (x) =1 is called fuzzy singleton



* Sugeno-style fuzzy inference is very similar to the
Mamdani method.

* Sugeno changed only a rule consequent (resultant).

* Instead of a fuzzy set, he used a mathematical
function of the input variable. The format of the
Sugeno-style fuzzy rule is

|F XIS A
AND vyisB
THEN zisf(x, y)

where x, y and z are linguistic variables; A and B are
fuzzy sets on universe of discourses X and Y,
respectively; and f (x, y) is a mathematical function.



The most commonly used zero-order Sugeno

fuzzy model applies fuzzy rules in the following
form:

IF Xis A
AND vyisB
THEN zisk

where k is a constant.

In this case, the output of each fuzzy rule is
constant.

All resultant membership functions are
represented by singleton spikes.



Sugeno-style rule evaluation

1

0.0 . OR 0.1

0 > (max)

0 K

Rule 1: TF xis 43 (0.0) OR yis B1(0.1) THEN zis k1 (0.1)

1 1 1
0.7

A2\ 0.2 AND | 0.2
\ - (min)
0 x1 X 0 y1 0 k2

Rule 2: IF x is A2 (0.2) AND yis B2 (0.7) THEN zis k2 (0.2)
1

Al 0.5

N
1%

0 x1 X
Rule 3: TF x is A1 (0.5) zis k3 (0.5)




Sugeno-style aggregation of the rule outputs

Lo

k3 7

k2
RIL0Y = cER02 - 05 -




Weighted average (WA):

g = MGD XKL+ U(K2) X k2 +(k3) %k3 _ 0.1 20+0.2%50+0.5x80 _

65

W(kD) +u(k2) +U(k3) 0.1+0.2+0.5

Sugeno-style defuzzification

Crisp Output
zl




